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1. INTRODUCTION: 
 

Recommended systems have become indeed popular in crisp years and are used in various World Wide Web 

applications. Recommended Systems (RSs) are software tools that are used to give suggestions to user according to 

their need[8]. The suggestions associate mutually various decision-making processes, one as which items to bought 

for a song, what music to listen,  Item is the general term used to denote what the system recommends to users. 

A recommender system is the information filtering that applies data analysis techniques to the problem of helping 

customers find the products they would like to purchase by producing a predicted likeness score or a list of 

recommended products for a given customer[10]. Recommender systems work from a specific type of information 

filtering system technique that attempts to recommend information items (TV program/show/episode, Movie, books, 

news, images, music, web pages, scientific literature etc.) and  social elements (e.g. events or groups, people) that are 

likely to be of interest to the user[8]. Broadly speaking, a RS suggests to a user those items that might be of user’s 

interest. 
 

Recommendation systems method are classified into 3 approaches i.e. collaborative, content based or knowledge-

based, and hybrid approach [8].  

Collaborative-filtering plays A significant role in the recommendation process also because of that, The collaborative 

filtering centered on items obtains a likeness of different items from their scores provided by same consumers and 

make advice in line with the similarity of items. The collaborative selection based on consumers acquires similarity of 

different consumers using their analysis of the same items and make recommended in line with the similarity of 

consumers [8]. 

Content-Based filtering determined by user's previous choices. The item information and a profile of the user's 

orientation play a natural part in Content-based filtering. in the recommendation process, the engine compares items 

that were already rated by an individual with items that they would not rate and looks for similarities. The items 

which are highly rated will be suggested to you [8]. 

The hybrid approach is a combination of content based and collaborative fileting approach [8].The hybrid filtering 

approach is introduced to overcome some very that is associated with above filtering methods such as cold start 

problem, overspecialization problem, and sparsity problem. 

Recommending good music can be a difficult task. The song a user might prefer to listen can be based on numerous 

factors like mood, location, user preferences etc. In our paper, we tried to build a system for personalized music 

recommendation based on their user preferences which can be determined from their music listening patterns. we try 

to predict which song might be liked next based on currently rated songs. we consider the songs which are currently 

being played by the user as factors. Then analyze previous playlists those were played by users. We try to figure out 

which songs the user might prefer to listen with what types of songs. The proposed method mainly applies an 

association mining over clustering to recommend the best suitable items to the user by generating better rules. The 

Abstract: The web and the internet have presented to us a rich data in different fields due to the information 
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Clustering is applied to the group of user’s set into k clusters by applying the k-means algorithm and Association 

mining is used for generating the rules. We also propose a music discovery service as users might also like to listen to 

new music, Association Rule mining we find which song a user might prefer to listen that are among the currently 

available songs, and we take the support/confidence value. Now we pick each song from this list and based on the 

confidence of new songs, we recommend the next song. 

 

2. ASSOCIATION RULE MINING: 
 

Association rule mining discovers interesting association and  correlation relationship among rich data set of items. 

The the exposure of interesting correlation among a large amount of business transaction data helps in various 

business decision making processes, such as customer shopping behavior  analysis [16]. One of the typical examples 

of association rule mining is Market basket analysis. In market basket analysis  customer buying habit is analyzed for 

finding an association   between different items, the client keeps accordingly in their shopping cart. 

 Let I = {i1, i2…... ,im} be a set of items. An association rule can be represented by this form A→B, where A 

minimum support and the minimum confidence. The support and confidence measures are described as stated in [16]. 

 Support: The minimum percentage of instances in the a database that contains all items listed in a given 

association rule. The rule A→B holds in the transaction set D with support s, where s is the percentage of the 

 

 

 Confidence: Given a rule of the form “if A then B”, confidence is defined as the conditional probability that B 

is true when A is known to be true. Thus, the rule (A→B) has confidence c in the transaction set D, where c is the 
percentage of transactions in D containing A that also contain B[16]. 

Confidence (A→B) = P (B|A)                   (16) 
 

3. OUR PROPOSED METHOD: 

 

Our proposed approach is mainly divided into three sections. First, it is to convert the raw data into user-item rating 

matrix. On that Applying Clustering algorithm on user-item rating matrix and will result in cluster groups. Then 

applying association mining algorithm for rules generation and based on the rules generated will try to generate strong 

rules and with the help of strong rules best items will be recommended to the user. 

 

 
Figure 1. Proposed Flow Diagram 
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Step 1:Here dataset is, It contain user id and item name, its rated value field. On this data set preprocessing is applied. 

So, it will generate the user-item matrix. 

 

Table I: Dataset type and Preprocessing on it generate user item matrix 

 

userID songID Rating 

U1 S1 3 

U2 s2 1 

U3 S2 4 

U3 S1 5 

 

 

userID S1 S2 

U1 3 0 

U2 0 1 

U3 5 4 

Step 2: After Preprocessing on this apply clustering, K-means clustering applied on preprocesses data and generates it 

into a similar user group. 
Table 2:Preprocess Data into cluster 

userID S1 S2 

U1 3 0 

U2 0 1 

U3 5 4 

 

 

userID S1 S2 

U1 3 0 

U2 0 1 

U3 5 4 

Step 3:Each Cluster data is converted into Boolean value, convert the numerical data to Boolean of the cluster data, 

Because of finding out the efficient rules generation. 
Table 2: cluster data Convert into Binary  

userID S1 S2 

U1 3 0 

U2 0 1 

 

 

userID S1 S2 

U1 TRUE FALSE 

U2 FALSE TRUE 

Step 4:Apply Association rule Mining on cluster data for frequent rule generation, Apriori Algorithm use for 

Frequent Rule generation. enter the minimum number of support and confidence. So, it will generate the frequent 

item-set with minimum support which is given as an input. 

 

Item1->Item2 

Item1,Item2->Item3 

Step 5: Extract the Strong Rule from the rule in this best rule is recommended to user. Strong rule find the rule is high 

confidence and its rule have include of  rated item.in this rule find the  strong ruleand recommended to user. 
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4. EXPERIMENTAL AND ANLYSIS: 

This section presents an experimental study of our proposed framework. It describes the experimental setup, 

presents the experiment results, and finally it summarizes our observation. 

A. Dataset Preferences 

Experiments is to prove the performance of the proposed recommendation method. In this paper, a popular dataset, 

namely Movielens [7] dataset, is used for conducting the  experiments. The Movielens is the closely utilized dataset to 

indicate the performance of recommendation algorithms. This  dataset contains 100,000 ratings on a scale from 1 to 5 

of 1682 movies by 943 users. In this dataset, users have rated at least 20 items. 

 B. Effect of Cluster No 

Our Approach have  Clustering  and association Mining  on  that no of clustering Group  experiment of number of 

different cluster apply and measures  time   on that number of cluster. Based on that say that more cluster on number 

based on data it required less time. 

 

 
 

Figure 2 Time Required  with apply no of Cluster based on No of Record 

 

Figure 2 shows the no of Records Is m×n matrix  like 50 rows and 50 column, based on this experiment  the cluster no 

is higher than time is decreasing  of executing proposed method. 

 

 
 

Figure 3 shows that time required of executing proposed Method compare with collaborative filtering. Our method is 

Executing with More Number of cluster is take less or equal time required for executing method. 

 

5. CONCLUSION: 
 

In this paper we have propose a new hybrid based recommendation method that combines Clustering and Association 

mining hybrid Approach. Here we have used a k-means clustering to cluster the user profiles and on the cluster data 

applying algorithm to generate the best rules for the recommending the items to the user. The experiments 

demonstrate that our method achieves the improvement in time and also reduce the sparsity. The future work is to 

improve the accuracy to the system by enhancing the clustering algorithm 
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