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1. INTRODUCTION: 
Recently digital technology particularly in the computer world improves a lot therefore digital documents are 

also very important part of digital world. So, extraction of relevant data from such huge set of digital document is 

much more important task for that purpose we need digital document analysis. 

 

1.1 Document Clustering 
  Document clustering is the process of grouping similar documents into cluster. The main advantage is to 

retrieve the information effectively, reduce the search time and space, to identify the outliers, to handle the high 

dimensionality of data and to provide the summary for similar documents. It provides the efficient way of representing 

and visualizing the documents in which it provides better navigation. The Similarity measure used to find similarity 

between documents, document representation, and algorithm or technique used to cluster the documents plays major 

role in document clustering. Document Clustering has been used in variety of application such as recommended 

system, search optimization, Duplicate content detection, Document Summarization and document Investigation. 

 

  Clustering is a division of data into groups of similar objects. Each group, called cluster, it consists of objects 

that are similar between themselves and dissimilar to objects of other groups. In other words, the goal of a good 

document clustering scheme is to minimize Intra-cluster distances between documents, while maximizing inter-cluster 

distances (using an appropriate distance measure between documents). A distance measure (similarity measure) thus 

lies at the heart of document clustering. Clustering is the most common form of unsupervised learning and this is the 

major difference between clustering and classification. No super-vision means that there is no human expert who has 

assigned documents to classes.  

   

  In clustering, it is the distribution and makeup of the data that will determine cluster membership. Clustering 

is sometimes speciously referred to as automatic classification; however, this is inaccurate, since the clusters found are 

not known prior to processing whereas in case of classification the classes are pre-defined. In clustering, it is the 

distribution and the nature of data that will determine cluster membership, in opposition to the classification where the 

classifier learns the association between objects and classes from a so called training set, i.e. a set of data correctly 

labelled by hand, and then replicates the learnt behaviour on unlabeled data. 

Abstract: These days, we use new technologies in digital world to create digital documents. The examination of 

such documents is very difficult and essential task. Digital document clustering is nothing but an automatic 

organization of documents into specific clusters so that documents within a cluster have maximum similarity in 

comparison to documents in other clusters. Clustering technique is used to measure similarity between document 

set and grouping highly similar documents together. The study related to similarity measure for document 

clustering is not generally based on keywords but usually domain based clustering is more popular. So our main 

objective is to improve the accessibility and usability of text mining process for various digital documents 

applications.  In digital document analysis time constraint is an also most important factor. So is very difficult 

task for examiner to do such analysis in quick period of time. That’s why to do the digital document analysis 

within short period of time, requires particular techniques to make such complex task in a simpler way. Such 

special technique called digital document clustering. Here we implemented M-Clustering approach to attain 

enhanced document clustering for digital document analysis on the basis of interested keyword. The accuracy of 

clustering of documents has been improved using M- Clustering approach. 
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Figure 1.1: An Example of a Data Set with a Clear Cluster Structure 

 

1.1.1 Challenges in Document Clustering 

Document clustering is being studied from many years but still it is far from a trivial and solved problem. The 

challenges in document clustering are: 

 Selecting most appropriate features of the documents that should be used for clustering. 

 Selecting correct similarity measure between documents. 

 Selecting significant clustering method utilizing the above similarity measure. 

 Implementing most feasible clustering algorithm in an efficient way in terms of memory usages and CPU 

resources. 

 Finding ways of assessing the quality of the performed clustering. 

 

Furthermore, with medium to large document collections (12,000+ documents), the number of term-document 

relations is fairly high (millions+), and the computational complexity of the algorithm applied is thus a central factor 

in whether it is feasible for real-life applications. 

We have produced result for sample dataset using two algorithms. The first algorithms are existing algorithms K-

mean second one hybrid algorithm that is M-Clustering proposed by us to be better. The results for the M-Clustering 

algorithm have been generated to compare them with the existing algorithms. 

 

2. METHODOLOGIES AND IMPLEMENTATION 

The main objective will be firstly to collect information for dataset. Afterwards remove stop words and the unique 

words along with count from those datasets will be our next basic objective. Once the search keywords are input we 

will then perform the clustering using the M-Clustering algorithm.  

2.1 Proposed M-Clustering Algorithm 
Let’s observe the special requirements for good document clustering algorithm: 

The document model should better conserve the relationship between words   like synonyms in the documents since 

there are different words of same meaning. Relate a meaningful label to each final cluster is necessary. The high 

dimensionality of text documents must be reducing. So to achieve this feature in our implemented system we enhance 

approach to improve document clustering in document analysis. For that we were implementing hybrid   approach to 

accomplish this proposed approach.  

We implementing   new text clustering algorithm such as M-Clustering algorithm which will gives us the better 

clustering result .The main idea of M-Clustering algorithm is to use the relative attribute frequencies of the clusters 

mode in the dissimilarity measures in the M-mode objective function .It has been shown that M-Clustering algorithm is 

very efficient. Due to the modification proposed in forming representatives for clusters of categorical objects, the 

dissimilarity between a categorical object and the representative of a cluster is defined based on simple matching as 

follows. 

 

2.1.1 Steps of M-Clustering Algorithm 

 First initialization of logical M-partition of input dataset. 

 Find centriod M, one for each cluster then 

 For each di, calculate the dissimilarities d (di, pl), l = 1, Reassign di to cluster new specific cluster such that 

the dissimilarity between di and pl is very less.  

 Update both pl and new cluster involve in (say p7)    

 Repeat Step (iii) if convergence criteria are not meet. Otherwise stop 
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3. EXPERIMENTAL EVALUATION: 
The snapshots of core modules of proposed framework are explained below. Figure 3.1 illustrates user interface 

of the proposed system. The examiner has to enter the folder path in which he/she has to search for evidence. In Figure 

5.1 the Sample Dataset’ folder is selected for testing the system by using browse button after clicking on browse 

button path will be selected. 

 
Figure 3.1: GUI of Proposed System 

So, after selecting path user gives input query keyword for searching user relevant documents or clustering 

files according to their requirements using clicked on create cluster button .On this GUI there are three buttons 

analysis Line graph and Time Analysis we will see working of that in next figure. 

 
Figure 3.2: Result after Pre-processing and Clustering 

 

Above figure 3.2 shows pre-processing and clustering results after applying pre-processing and clustering 

results. We performed pre-processing on the documents to reduce the high dimensionality of the documents while 

keeping the necessary information to do proper text mining. Here pre-processing is done in three steps, namely stop-

words removal, stemming and indexing.  

In stop-words removal, common words such as pronouns (he, she, it), conjunctions (and, or, but) and 

prepositions (of, a, an, the, where) are removed as they do not convey any meaning and have no effect on the 

significant information. We show result of stop words removal process on the left side of GUI it shows list of stop 

words which are removed from documents. 
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Stemming reduces the words to their root form. For example the words ‘thinker’, ‘thinking’, ‘thinks’ are all 

stemmed to ‘think’. In indexing a set of distinct terms acquired after stemming process is chosen and the weight of 

these terms is computed for every document. After that we shows pre-processed data results on GUI right side of stop 

words list  from this data all stop words are remove and stemming also performed on that we get noise free data 

because of that searching speed of process will increase. 

After that we show results of K-mean, and M-Clustering algorithm results in above GUI. Above that result we 

shows how many documents are retrieved after applied it. And study on that which clustering algorithm gives best 

result we will see this analysis in experimental results. 

 
Figure 3.3: User Frequent Keyword Suggest to Examiner 

Figure 3.3 shows final result of M-Clustering hybrid algorithm which is significant to the examiner .After pre-

processing and clustering of documents, the system calculates the frequency of occurrence of each keyword in each 

pre-processed documents. 

The top frequent keywords that are commonly appearing in the dataset are identified. We shows files which 

contains maximum number of war base word query it appears first which is important to the finding relevant 

documents. we shows two results in above figure such as examiner most significant word in that only base word 

search result depicted and another one is most frequent and relevant words means synonyms of base words also shown 

over here. 

 

 
Figure 3.4: Clustering Graph 

 
Figure 3.4 shows graphical view of final M-Clustering result in that we shows graph which represents clusters 

object after applying clustering algorithm. War base word is considered as centroid of cluster and all files represent 

nearest neighbours with minimum distance from it and we also shows synonym word file i.e. relative match of base 

word in files. Blue line represents base word files and red line represent synonym and green line represents synonym 

word files. 
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Figure3.5: Number of Retrieved Documents 

 Figure 3.5 shows bar chart of no of retrieved documents after applying two clustering algorithms and from 

that analysis we depicted that which clustering algorithm is efficient. In this analysis red bar shows K-mean algorithm 

result it retrieved 03 documents, blue bar shows M-Clustering algorithm result it retrieved 04 documents which are 

related to war in whole dataset which contain 47 files if we overlook result the M-Clustering we gives best result than 

K-mean algorithms. 

  The implemented work is can be improved document clustering quality by reducing the noise in the data by 

pre-processing the structure of data representation and also by applying new clustering techniques and also applying 

some existing algorithm. So, on the basis of that result we show how our new clustering method is better than that 

existing clustering method. We first study the use of pre-processing of data representation and then applying the 

standard clustering methods.    

  We then detect the effectiveness of a new clustering algorithm in which the noise was reduced by first 

clustering the features of the data and then clustering the data on the basis of their feature’s clusters and by applying 

that algorithm we will get better clusters to improve the quality of document clustering for digital document analysis. 

3.1 Dataset 
We have used sample dataset for performing clustering result .In which we collected data related to war investigation 

in which we have taken 100 documents which contain some .txt files,.pdf files and .docx files in that  dataset there are 

files which are  related to murder, laws, corruption, crime etc. 

3.2 Accuracy 
Accuracy of the system is tested base keywords and synonyms. The proposed system is tested to search for different 

keywords and the precision, recall and f-measure are calculated for individual results obtained. To test the accuracy of 

the system experiments are conducted on demo dataset consisting of 100 documents from   different categories. 

3.3 Scalability 

Scalability is ability of system in that we calculate how much time system takes for Clustering and preprocessing on 

different datasets. We calculate scalability of our performing system which shown in table. 

 

4. CONCLUSION: 

 

The implemented approach has applicable to clustering of text digital document only here scalability & time 

limit is also very important factor that arises when performing clustering on large dataset. So we conclude that it is 

barely possible to get a best general algorithm, which can be work in clustering of all types of datasets.  

Thus we tried to implement enhance digital text clustering algorithms which can work well in categorical or 

numerical datasets. The implemented M-Clustering algorithm, suits the set of documents in which the required classes 

are related to each other and we require a strong basis for each cluster. Thus, this algorithm can be very effective in 

search engine like application.  
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