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#### Abstract

Vehicle plate is a marker of vehicle ownership. This plate is a unique number that cannot be the same for each vehicle. It consists of numbers and letters which represent or symbolize a particular area. Vehicle plate detection aims to find information related to the ownership of the vehicle. It is beneficial if applied to traffic intersections or to find information in the event of a traffic accident. The template matching method is a suitable method used to check vehicle plate patterns with data already stored in the vehicle database. The use of this method is excellent in helping to reduce crime and traffic accidents that often occur. If the system is well established, then people will not carelessly commit crime or hit and run on the road because the speed of vehicle license recognition is faster than the speed of someone to escape from the crime that just happened.
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## 1. INTRODUCTION:

The introduction of vehicle license plate numbers is an important research area with many applications implementing it. Research on the introduction of vehicle license plate numbers has been carried out with certain advantages and disadvantages. It is because the vehicle license plate number represents a complex, so to develop an ideal computational model for vehicle license plate recognition is a very difficult thing [1]. Much data is obtained if the data observed displays a state that is by what we want. Therefore, things that relate to the shape, size, color, and other parameters that we all know because, in each element of the image, there are approximately two pieces of information about the location and color of the paint. The more information got from images or objects, the information about the shape, area, type, and model of an object and others [2]. It can also be used to obtain information from moving objects or images. Vehicle license number recognition techniques can be applied in several fields such as fields, commercial and security. These applications can be broadly classified into two groups such as some application inputs still use still images, while other applications use real-time dynamic images [3]. There are many recognition and pattern matching techniques for recording vehicle license plate numbers, one of which is the template matching method.

## 2. THEORIES:

### 2.1 Computer Vision

Computer vision has the primary goal to make useful decisions about real physical objects and scenes, based on images obtained from sensors [4]. Computer vision wants to make smart machines that can see [5]. Of course, this is not impossible. There are various examples of computer vision applications such as machines that monitor or examine millions of filaments from light bulbs or thousands of miles of factory fiber every day. ATMs have been built and are equipped with retina scans. The car can be driven by a computer using the camera as input [6]. Another terminology that is closely related to image processing is computer vision or machine vision. In essence, computer vision tries to imitate the workings of the human visual system (human vision). Human vision is very complicated. Humans see objects with their sense of sight (eyes), then the image of objects is passed on to the brain to be interpreted so that humans understand what objects appear in their eyes. The results of this interpretation may be used for decision making (for example avoiding seeing the car going ahead). Computer vision consists of techniques for estimating the characteristics of objects in the image to measure the characteristics associated with the geometry of the object, and interpreting the geometry information [7]. The processes in computer vision can be divided into three activities:

1. Obtain or acquire digital images.
2. Perform computational techniques to process or modify image data.
3. Analyzing and interpreting images and using processing results for specific purposes, such as guiding robots, controlling equipment, monitoring manufacturing processes, and others.

### 2.2 Image Processing

An image is a visual image in two dimensions [8]. All operations to repair, analyze, or change an image are called image processing. The basic concept of the system of image processing is taken from the ability of the human sense of sight which is then linked to the ability of the human brain. In its history, image processing has been applied in various forms, with considerable success [9]. Like various other branches of science, image processing also involves various combinations of branches of science. Such as optics, electronics, mathematics, photography, and computer technology. Several factors cause the development of the image processing system to grow more rapidly today. One of the main things is the reduction in the cost of computer equipment needed. Both unit processing and bulk storage equipment are getting cheaper year by year. The second factor is the increasing availability of equipment for digital processing and image display. Various fields have used image processing applications in the commercial, industrial and medical fields. Image processing is an activity to improve image quality so that it can be easily interpreted by the system [10]. In general, the purpose of image processing is to transform or analyze an image so that new information about the image is made more explicit. Many ways can be applied in an image processing operation, almost mostly in optical form. Optical images are converted into electrical signals using video cameras or other similar devices. It converts the image representation of an optical light into a continuous electrical signal. This electrical signal is called an analog signal. Furthermore, analog images are digitized and transformed into digital data. Operations in image processing can be applied to an image with optical, analog, or digital shapes [11]-[13].

## 3. METHODOLOGY:

### 3.1 Template Matching

Template matching is a technique in digital image processing to find small parts of images that match the image template [14]. Template matching is one of the ideas used to explain how our brain recognizes forms or patterns. Templates in the context of pattern recognition refer to internal constructs that if matched with sensing stimuli lead to recognition of an object. Alternatively, pattern recognition occurs when there is a match between the sensory stimulus and the internal mental form [15]. This idea supports that a large number of templates have been created through our life experiences. Each template is related to a particular meaning. Template matching is a digital image processing method to compare between two similar objects by using small parts of an image that matches to the original image. Template matching is the process of looking for an object on an entire object in an image. The template is compared to the entire object and if the template matches (close enough) to an object that is not yet known in the image it is marked as a template [16]. Comparison between templates with all objects in the image can be done by calculating the difference in distance, as follows:

$$
D(m, n)=\sum \sum[f(j, k)-T(j-m, k-n)]
$$

The function $f(j, k)$ states the place image of the object to be compared to the template $T(j, k)$, while $D(m, n)$ states the distance between the template and the object in the image. In general, the template size is much smaller than the image size. Ideally, the template is said to match objects in the image if $\mathrm{D}(\mathrm{m}, \mathrm{n})=0$, but conditions like this are difficult to fulfill especially if the template is a grayscale image. Therefore, the rule used to declare a template matches an object is if $D(m, n)<L_{D}(m, n)$.

A primary template matching method uses convolution of objects that are adapted to certain features of image search, which is wanted to be detected. This technique can be quickly done on grayscale imagery or edge detection imagery. The highest convolution result is by the object structure where large object values can multiply large image values. This method is usually carried out by first selecting a part of image search to be used as an object: We will call the image search $S(x, y)$, where ( $x, y$ ) is the coordinates of each image in image search. We will call the template $T$ ( $x t$, yt ), where ( xt , yt ) is the coordinates of each image in the template. We then just move the center (or origin) of the T template ( $\mathrm{xt}, \mathrm{yt}$ ) over each ( $\mathrm{x}, \mathrm{y}$ ) point in image search and calculate the number of products between the coefficients in $\mathrm{S}(\mathrm{x}, \mathrm{y})$ and T (xt, yt) over the whole the area stretches by template. Because of all the possible positions of objects about image search, the position with the highest score is the best position. This method is sometimes referred to as 'Linear Spatial Filtering,' and the template is called a filter mask. For example, one way to handle translation problems in images, using template matching is to compare the intensity of the image, using the Sum of Absolute Differences (SAD (to measure. An image in the search for images with coordinates (xs, ys) has the intensity of Is (xs, ys) and the
pixels in the template with coordinates ( xt , yt ) have an intensity of $\mathrm{It}(\mathrm{xt}, \mathrm{yt})$, so the absolute difference in image intensity is defined as $\operatorname{Diff}(\mathrm{xs}, \mathrm{ys}, \mathrm{xt}, \mathrm{yt})=|\mathrm{Is}(\mathrm{xs}, \mathrm{ys})-\mathrm{It}(\mathrm{xt}, \mathrm{yt})|$.

$$
S A D(x, y)=\sum \sum \operatorname{Diff}(x+i, y+j, i, j)
$$

### 3.2 Vehicle Plate

The data used is one of the first steps before data can be processed by the system more efficiently. This process will adjust the structure of the initial data into a structure that can be analyzed by the system, in the case of this study that is to convert data in the form of images into text. The data used includes object data and template data.


Figure 1. Pattern of vehicle number training for A-Z and 0-9


Figure 2. Examples of vehicle plates to be tested

Figure 1 is the training formation model of the vehicle plate. Each letter of numerical funds will be collected to form 26 letters and ten numbers. These images will be trained to produce a low error value. Figure 2 is the plate that will be tested against the previously stored training data. Each plate will be broken down into letters and numbers which will then be compared with training data.

## 4. RESULT AND DISCUSSION:

The implementation of the use of the Template Matching algorithm is used to determine the classification of vehicle plates that have been previously trained. The input of vehicle plate that has been carried out by feature extraction process will be calculated the correlation value with each training data that has been trained previously. The test data that will be used is an image of a vehicle plate in the form of RGB images as many as 20 examples of randomly drawn images which are different and the same form and number from the training data. In each image that will be tested, will get an appropriate value or not depending on the ability of the Template Matching algorithm to do pattern recognition.

Table 1.

| No. | Plate | Weight | Status |
| :---: | :--- | :---: | :---: |
| 1 | BK 80 CA | 0,5508601920 | Yes |
| 2 | BK 1234 UB | 0,5248468400 | Yes |
| 3 | B 2476 UO | 0,4911983960 | Yes |
| 4 | B 490 JD | 0,3618836900 | No |
| 5 | B 460 NG | 0,4806943200 | Yes |
| 6 | BB 5111 VK | 0,5865556500 | Yes |
| 7 | AA 6258 SF | 0,5193294900 | Yes |
| 8 | BK 1602 | 0,5028134680 | Yes |
| 9 | DW | BK 1874 FL | 0,6108075610 |
| 10 | S 3148 BH | 0,4634386680 | Yes |
| 11 | BK 1882 GJ | 0,4169213680 | No |
| 12 | BK 1703 IE | 0,6388887120 | Yes |
| 13 | BK 1574 IE | 0,6175932490 | Yes |
| 14 | BK 265 PO | 0,7445287050 | Yes |
| 15 | BK 1502 QQ | 0,6972607600 | Yes |
| 16 | BL 923 ZU | 0,5481644900 | Yes |
| 17 | H 10 KI | 0,4789748950 | No |
| 18 | B 1041 LK | 0,4835884000 | Yes |
| 19 | B 217 AN | 0,6496571730 | Yes |
| 20 | BK 1745 TS | 0,4988596340 | Yes |

Table 1 explains that the trial involved as many as 20 images. It shows that $85 \%$ of the training data tested show accurate results. It shows that pattern recognition with the template matching correlation method has a success rate and a reasonably high weight value ranging from 0.4 to 0.7 . It proves that this value shows that pattern recognition has good accuracy. The correlation between the matrix in the test image with the matrix on the training data has a great resemblance, while the correlation value below 0.5 has a correlation but not too good. Both matrices are said to correlate if the correlation value ranges between 0 and 1 . If the correlation value is 0 then there is no relationship between the two matrices, if the correlation value is 1 then there is a perfect positive relationship. If the correlation value is -1 there is a perfect negative linear relationship of the two matrices that are matched using the correlation algorithm and are said to be negatively correlated. It occurs when an increase in other variables follows an increase in one variable while a negative relationship is followed by an increase in one variable followed by a decrease in other variables. The higher the correlation value, the higher the similarity of the compared matrix.

## 5. CONCLUSION:

The thing that is very influential in image processing is determining the position of the image during training and looking for weight values. This result will affect the results of the next process, and the results determine the suitability of vehicle license recognition. It will affect the accuracy of pattern recognition. Template Matching algorithm is a simple algorithm and performs well in recognizing an image pattern with a high success rate. This algorithm matches each pixel of the test data with the training data. If there are differences regarding the position or type of letter, it will affect the results of the weight value. The weight value ranges from 0 to 1 , the higher the weight value, the higher the chance of the similarity between the two images.
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